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Abstract

Modern secure communication systems, such as iMessage, WhatsApp, and Signal include
intricate mechanisms that aim to achieve very strong security properties. These mechanisms
typically involve continuously merging in new fresh secrets into the keying material, which is
used to encrypt messages during communications. In the literature, these mechanisms have
been proven to achieve forms of Post-Compromise Security (PCS): the ability to provide
communication security even if the full state of a party was compromised some time in the
past. However, recent work has shown these proofs do not transfer to the end-user level,
possibly because of usability concerns. This has raised the question of whether end-users can
actually obtain PCS or not, and under which conditions.

Here we show and formally prove that communication systems that need to be resilient
against certain types of state loss (which can occur in practice) fundamentally cannot achieve
full PCS for end-users. Whereas previous work showed that the Signal messenger did not
achieve this with its current session-management layer, we isolate the exact conditions
that cause this failure, and why this cannot be simply solved in communication systems by
implementing a different session-management layer or an entirely different protocol. Moreover,
we clarify the trade-off of the maximum number of sessions between two users (40 in Signal)
in terms of failure-resilience versus security.

Our results have direct consequences for the design of future secure communication
systems, and could motivate either the simplification of redundant mechanisms, or the
improvement of session-management designs to provide better security trade-offs with respect
to state loss/failure tolerance.

*We provide a list of main changes in Appendix A.
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1 Introduction

Modern communication systems include intricate mechanisms that aim to achieve very strong
security properties. One of these properties is Post-Compromise Security (PCS) [16]: even after
the entire state of a device is compromised at some point by an adversary, future communications
can still obtain meaningful security properties (esp. against active adversaries). The high-level
intuition is that this can be achieved by continuously merging fresh secrets into the keys used for
message encryption, in such a way that if the adversary is passive for a short time, it becomes
locked out of the communications again, effectively healing the communication.

Many globally used communication systems, like Apple iMessage, WhatsApp [43], Signal
messenger [37], Google Messages [24], and Element [39] use intricate mechanisms to implement
such a continuous merging in of fresh secrets. The canonical mechanism to implement this was
introduced by Signal and is called the Double Ratchet [31,35] (and notably its sub-component
the asymmetric ratchet). In the literature, the Double Ratchet and related PCS mechanisms
have been studied extensively, e.g., [3,9,11,12,15,17,18, 25, 26,29, 35, 38]. The majority of these
works prove that for some protocol, if a healing step occurs after a compromise — a key refresh
where the adversary is temporarily passive — then security is recovered, thus satisfying PCS.

However, recent work [20] showed that this PCS guarantee does not necessarily lift to the
application level. For example, for the Signal messenger, the underlying Double Ratchet can be
proven to provide PCS. However, end users do not obtain a similar PCS guarantee, because there
is a mismatch between the single stream of messages that users see, and the underlying set of up
to 40 Double-Ratchet sessions that underlies this stream. In reality, the Signal messenger allows
any adversary that has the long-term secrets of A to start a new Double Ratchet session with
B, even if A and B previously healed all their ongoing sessions. From a user’s perspective, this
means that their single stream of messages can never heal, and they thus do not obtain PCS.
This user-level PCS guarantee was coined conversation-based PCS in [20], which we refer to as
conversation PCS . The PCS failure is not caused by a bug in Signal, but is a design choice by
its designers: for a number of reasons, an end user might lose (parts of) their latest local state:
to enable such a user to still communicate with its partners, the Signal messenger allows creating
a new Double Ratchet session. As a side-effect, an adversary may also exploit this possibility to
start a new session without knowing the latest local state, thereby undoing any positive effects
from healing.

This has led to the following open question: can real-world communication systems actually
achieve full conversation PCS or is this fundamentally impossible, and under which conditions?

In this work we solve this question and show that communication systems that need to be
resilient against certain types of state loss, fundamentally cannot achieve full conversation PCS.
Our results imply that real-world messengers like Signal and others, which are deployed on
hardware platforms where memory might be slightly unreliable (e.g., bit flips) or operating-system
level backups might be used, cannot hope to achieve the full PCS guarantees.

However, this does not mean that we cannot do better in practice. Already in [20] it was shown
that the Signal messenger could obtain better guarantees after compromise by slightly modifying
its session-management layer, which determines when and how different (possibly concurrent)
Double Ratchet sessions are initiated between two parties A and B. In this work, we go beyond this
protocol-specific result, and explore several parts of the design space for generic communicating
systems that aim for PCS-like guarantees. Notably, we show which session-management policies
do not help towards better PCS guarantees, and which session handling policy offers stronger
PCS guarantees than currently deployed protocols. Moreover, we demystify the effects of the
maximum number of concurrent sessions in such protocols, enabling protocol designers to make
more informed choices.



Contributions. Our main contributions are:

1. We show, and formally prove, that full PCS for an end-user is fundamentally unachievable
in communication systems that need to be resilient against certain forms of state loss, which
includes all real-world messaging apps.

2. We explore the design space of these communication systems, and show how real-world
requirements lead to violation of conversation PCS for both deployed and proposed solutions.

3. We generalize and extend previous Signal-specific findings to arbitrary communication
systems, and show how to instantiate a session-management layer with a stronger PCS
guarantee than what is currently achieved in deployed systems. We clarify the impact of the
choice of the parameter that controls the maximum number of concurrent sessions between
two users.

We prove our formal statements using the Tamarin prover: Our formal models and results are
available for reproducibility, and extensions in [21].

Outline. We provide background on the PCS property and communication systems in Sec-
tion 2. We explore the design space, define the problem and provide intuition on our statements
in Section 3. Then, in Section 4 we present our formal models and analysis on the impossibility
results. In Section 5, we describe our proposed solution and its formal analysis. Lastly, we discuss
interesting insights and future work in Section 6, and we end with our conclusions in Section 7.

2 Background

2.1 Post-Compromise Security (PCS)

Post-Compromise Security (PCS) is a guarantee that ensures the security of future communication
following the compromise of all secrets of a device. The messages exchanged between the honest
parties become confidential again, after the so-called ”"healing”, a period during which the attacker
remains passive and does not interfere with the honest parties exchanging messages [16]. Typically,
the healing serves to refresh their secrets by incorporating untempered entropy, e.g., Diffie-Hellman
ephemeral secrets, and remove the attacker from the conversation.

PCS was initially defined in two versions: a) Weak-PCS, where the attacker has access to
the long-term secrets only during the compromise period, and b) Full-PCS, where the attacker
learns the long-term secrets of the victim. In later work [20], PCS was defined in the context of
secure messaging in terms of the level of security it achieves: a) session-level PCS, where messages
exchanged in a session are secure after the session secrets are compromised, and b) conversation-
level PCS, where the messages exchanged in any session of the conversation are secure, after a
single session is compromised. [13] defines PCS with a single-session specific metric to enable the
comparison of the achieved security on different protocols and adversaries. The property has seen
an extensive line of research, most prominently in secure messaging [3,9,11,12,15,17-19,25,26].

2.2 Communication Systems

In this section, we give an overview on deployed communication systems, the properties they aim
to provide, and how they manage concurrent sessions.

Underlying Protocols. The Signal protocol, composed by the X3DH protocol [31] and
the Double Ratchet [35], is one of the most widely deployed messaging protocols. It is used
by apps like the Signal messenger [37], WhatsApp [43], Google Messages [24], and many more.
The protocol is constructed such that after an authenticated key exchange to bootstrap the



communication, the users derive a shared symmetric key. From the shared key, they derive the
messaging keys using the Double Ratchet [35]. The main idea of the algorithm is to maintain a
chain of keys and update it by introducing new entropy—ephemeral Diffie-Hellman keys—every
time the users exchange messages going back and forth. The intricate mechanism aims to achieve
for the users forward secrecy and post-compromise security [3,15].

Matrix [39] is another messaging protocol constructed by two algorithms: Olm and Megolm.
Olm [41] is constructed by the Triple Diffie-Hellman protocol [32] and the Double Ratchet [35]. Olm
is used to send relevant information for establishing a Megolm channel. Then, to actually encrypt
messages and move forward the state of the users the protocol uses the Megolm Ratchet [40].
Users maintain two uni-directional channels (effectively sessions), one for sending and one for
receiving. The protocol provides weak forward secrecy, and it aims to achieve some version of
PCS by rotating its sessions.

Other protocols include Apples’s iMessage PQ3 protocol, IETF’s Messaging Layer Security
(MLS) protocol [7], and Wire’s Proteus Protocol [44] which is an implementation of the Signal
protocol.

Properties. Some basic security guarantees of communication protocols include authenti-
cation, confidentiality, and integrity. Stronger guarantees talk about how the communication
protocols react in case of a compromise. Forward secrecy states that messages exchanged before
a compromise are secure. Post-compromise security states that messages exchanged after a
compromise are secure after healing. Other properties, related to how to protocol reacts in case
of lost or out-of-order messages are a) immediate decryption, messages are decrypted upon being
received and placed in their correct order in the conversation, and b) message-loss resilience,
future messages can still be decrypted even if some messages are lost by the network.

Managing Concurrent Sessions. As we will see in this work, communication systems
need to maintain a management layer that handles the concurrent underlying connections of the
protocols. Such concurrent connections are typically called sessions. The session-management
layer then is in charge of the creation, storage, update, and deletion of these session. The choice
on how to handle each one of these operations throughout the usage of the communication system
by the end-user, is defined by the system.

A prominent session-management layer is the Sesame algorithm [30], which is deployed for
the Signal app. In Sesame, each user maintains in their local database information about
their potential communication partner’s in the UserRecords and their linked devices in the
DeviceRecords. For each one of the device records, Sesame stores a list of sessions shared between
the local device and the partner’s device. In this list, there is one active session and the remainder
are marked as inactive sessions.

The main idea being that the two devices always communicate using the active session, and
when a message is received from an inactive one, the latter is promoted to being the current active.
This means that receiving out-of-order messages, makes the parties switch their communication
to encrypt using the old session from where the message originated. A formal analysis of the
management layer paired with the Signal protocol and experiments with the deployed system of
the Signal app showed that PCS is violated this setting [20]. A similar work [42] showed that
the session-management layers of Wire, called Proteus Dialogue (which resembles the Sesame
algorithm) also suffers from the same vulnerabilities discovered in Signal.

3 Resilient Communication Protocols

In this section, we explore the design space of systems that aim to prove PCS and the mapping
between usability constraints and their implication to security. We define a class of protocols,
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Figure 1: Evolution of the conversation state of A in the ideal execution. End-user A
bootstraps the conversation using both parties’ static states to derive the dynamic state, D(‘)‘" 05
and subsequently updates it on every message exchange as a long-running session. The ideal
environment ensures that both parties can derive and agree on the next dynamic states, Dg{ 15
Dg‘)g, and so on.

named resilient communication protocols, that abstractly models any two-party protocol that
interacts with an unreliable environment. Then, we recall different levels of PCS properties for
the end-users and the threat models against which they should hold.

We reason in this abstract class of protocols and draw our main conclusion: for any protocol
within this class, i.e. deployed and resilient against real-world failures, the highest level of PCS is
fundamentally unachievable. We provide an intuition, through informal arguments and examples,
on why these results hold, before setting out to formally prove them in Section 4. We also state
our second conclusion on a positive result: resilient messaging protocols can achieve a stronger
PCS guarantee for the end-user than what is currently achieved in practice.

3.1 Abstract Communication System

We consider two end-users, A and B, that wish to communicate with each other using a commu-
nication protocol that aims to provide PCS. Each end-user has a single device or client that they
use to communicate, which we refer to simply as A and B. In order to bootstrap the end-to-end
communication, each end-user needs a public identifier. Typically, this is implemented in practice
as a long-term private-public key pair, potentially with a certificate to validate the identity
depending on the system used. However, to be as general as possible, we do not assume any
specific implementation of the identity, but instead refer to the persistent identity as the end-user’s
static state. We assume that the static state is not updated, and we will later return to explaining
this choice and the implications of updating or rotating the static state in Section 3.3.

Using the static state, the two end-users authenticate one another and derive secrets to encrypt
messages end-to-end. For example, often these secrets are instantiated as symmetric keys, but it
could also be an agreement on ephemeral asymmetric keys. Modern communication protocols
wish to achieve strong security properties for their users, like post-compromise security, and
therefore do not encrypt all messages using the same initial secret. In particular, to achieve PCS,
the secrets need to evolve by incorporating new entropy, such that an attacker can be locked out
of the communication if it misses the updates. We define the dynamic state of A, respectively
of B, to contain all state that changes as messages are exchanged, and the secrets to encrypt
and decrypt messages between A and B. As the name suggests, the dynamic state is updated
with the progression of the communication. Lastly, A and B can evolve their dynamic states
asynchronously, and as messages are being exchanged, they should both be able agree on the
current dynamic state, e.g., A evolves their state to send, and B will evolve their state one they



Layer ‘ Concept Definition

Static State The fixed identity of the end-user and their device, typically in
the form of public-private key pairs.

. .. | Dynamic State The state of a session, that is updated through time or protocols
Communicatior .
Protocol steps by adding new entropy, e.g., the Double Ratchet state.

Conversation State The set of all dynamic states in memory at a particular timepoint.

Static State Loss The event of losing all the memory of an end-user, e.g., because
lost physical device.

Dynamic State Loss The event of losing or not having the correct dynamic state, e.g.,
because of hardware failures, and restored backups.

. Dynamic State Compromise The event of an attacker compromising and learning the secrets of
Environment .
a dynamic state.

Static State Compromise The event of an attacker compromising and learning the identity
of a user.

Policy Restrictions on how a communication system manages the multiple
dynamic states within a conversation, i.e., their creation, storage,
deletion and lifespan.

Dynamic State Loss Resilience The ability of the protocol to enable the end-users to recover after

Session- losing the dyI.lamic state, to synchronize their state and continue
Handling . B the con‘v.ersatlon.

Static State Loss Resilience The ability of the protocol to enable the end-users to recover after
losing their identity, to synchronize their state and continue the
conversation.

Table 1: Summary of concepts. We categorize the presented concepts according to the
communication architecture layer they belong, namely the communication protocol, the real-world
environment, and session management layer.

receive the message.

The linear view of the messages exchanged from one end-user to the other is defined as a
conversation. The conversation state contains at any time point the snapshot of the underlying
dynamic states in this linear view. A communication protocol might have to maintain several
concurrent dynamic states, as we will see later, but for now it only needs to contain a single one.

We use the term ideal execution to denote an execution of the communication system in the
absence of failures, i.e., users can update their state and maintain it synchronized with their
partner’s. We illustrate such as execution in Figure 1. Next, we provide examples from the
real-world on how to instantiate the dynamic and the static state.

Ezxample 1:  Static and Dynamic State. In WhatsApp [43], Google Messages [24], the Signal
app [37], the static state includes the user’s identity key pair, and the device’s identity key pair.
The dynamic state is the state of a session: the execution the X3DH [31] and the subsequent
update of the state using the Double Ratchet algorithm [37]. In messengers that adopt the Matrix
protocol [39], e.g., Element, the static state includes the device fingerprint and identity key pairs,
and the dynamic state is the execution of Olm [41] to establish a session and Megolm [40] to send
messages. In Apple’s iMessage, the static state includes the long-term user identity key pair, and
the dynamic state keeps track of the PQ3 protocol [29,38] to establish the session and exchange
messages.

We refer the reader to Table 1, for a summary of the concepts we presented and will further
introduce throughout this section. Now, we explore components that communication systems
consider to enable a seamless conversation, despite any desynchronization, or errors that may
happen during the communication.



3.2 Real-World Failure Modes

In the ideal execution, A and B start a conversation with a shared dynamic state and update
it in lockstep—they can always synchronize. However, during the lifespan of a conversation,
end-users can become desynchronized. In general, events that disturb or destroy state can be
very fine-grained (a single bitflip). To establish general results, we over-approximate all possible
types of state loss into two categories: loss of dynamic state and loss of static state. Loss of all
state is then modeled as a combination of the two.

Dynamic state loss is the event where an end-user loses all the values generated and stored
in a dynamic state. The end-user can lose part of the state, but we model the worst case scenario:
all stored secrets are no longer accessible in the local memory. Dynamic state loss can happen
due to normal operations or can be induced by errors at the hardware layer. We provide below
two examples.

Ezample 2: Restore Backup. The end-user restores in their device an old backup, which
overwrites the current dynamic state with the dynamic state of the backup. From the device’s
perspective, a dynamic state loss event took place, and they jumped back to a state in the past.

Ezample 3:  Hardware Failure. The memory hardware can suffer from failures, e.g., a
bit/multi-bit error, or losing part of the state [28]. In the worst case, an unrecoverable error
renders the entire dynamic state unusable. This is manifested in the communication system as
inability to encrypt and decrypt messages, amounting to dynamic state loss.

Static state loss is the event where an end-user loses their static state and all the dynamic
state related to it. The identity can be lost, because they reinstalled the communication system’s
client, or due to an error in the physical device.

Example 4: Lost device. The end-user loses their device, and along with it the static state of
the system. In this case, the end-user suffered from a static state loss and to recover they need to
reinstall the client in a new device.

3.3 Functional Requirements

Now, that in the real-world environment it is possible for the end-users to lose their dynamic and
static state, they can become desynchronized. Lets assume A loses their state. A and B can no
longer communicate with one another since: a) the dynamic state’s secrets are lost for A and
they cannot encrypt, b) messages sent by B cannot be decrypted, and ¢) the app maintains a
single dynamic state per conversation, therefore no resynchronization is possible.

Were an app to implement the described protocol, the end-user would be locked out of the
conversation anytime there is a desynchronization. The app is rendered unusable even during
expected operations such as dynamic state loss. The same arguments can be applied for static
state loss.

A protocol deployed in the real-world should be resilient against events such as dynamic and
static loss. We define this class of protocols as resilient communication protocols, which enable
the participants to continue sending and receiving messages after every state loss event. We
define the following two properties for the resilient messaging protocol:

Definition 1. Dynamic State Loss Resilience: After every dynamic state loss, a honest end-user
is able to continue the communication, i.e., to send and receive messages.

Definition 2. Static State Loss Resilience: After every static state loss, a honest end-user is
able to continue the communication, i.e., to send and receive messages.

Dynamic State Loss Resilience. Once an end-user loses their dynamic state, the only way
to re-synchronize with their partner is to go back to a common point where they both agree on,
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Figure 2: Evolution of the conversation state of A in the real-world environment.
End-user A starts a new dynamic state Dﬁ o and progresses in the resilient communication
protocol after the parties are desynchronized and no longer agree on the current dynamic state
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i.e., the static state. User’s know each other’s static state, and from that point they can negotiate
new secrets and continue the conversation. In practice, this amounts to A and B executing a
new key exchange to authenticate their identities and compute a new shared dynamic state. To
achieve this, the conversation allows for multiple dynamic states as shown in Figure 2. In a
conversation, A and B have one or multiple running different dynamic states at the same time,
and overall multiple during the lifetime of that conversation.

Static State Loss Resilience. After losing the static state, the end-user needs to recover
their identity, and re-authenticate, or log-in into their account. The identity could be stored in a
local backup or using a third-party, which the user has access to, or using a recovery mechanism.
Re-authentication, typically requires an out-of-band channel, for example verifying one’s email
address or phone number.

Rotating the static state. The static state could be “restored” by rotating the identity,
effectively generating new secrets such as long-term identity keys. Notice that in this case, the
end-user would depend on another secret or state to authorize the update of the identity, such
as an user secret or account password. Since the static state is no longer static, it would be
considered part of the dynamic state, and this new secret becomes the static state of the end-user.
As a result, all of our statements over the static and dynamic states would simply shift to talk
about different instantiations. I.e., the problem of losing and recovering state would manifest
itself at another layer of the secrets. Therefore, we fix the static state to be the unique identity of
the end-user, which is recoverable using a backup or a recovery mechanism, but otherwise it is
not changed.

3.4 Security Requirements

Now, we define the threat model of the communication system and the different post-compromise
security properties.

Threat Model. In our work, we consider an attacker that can compromise dynamically any
end-user at any time. We define two types of compromise:

1. Dynamic State Compromise: The attacker compromises a dynamic state, and learns all the
stored secrets.

2. Static State Compromise: The attacker compromises the static state, and learns all the
stored identity secrets.



When the attacker compromises both the static and dynamic state, we refer to it as a full
compromise. Additionally, we consider the attacker to be active and interfere in the protocol, e.g.,
by injecting their own messages in the protocol. For completeness, we will also briefly mention
the passive attacker, which does not interact with the system, instead it records and tries to
decrypt the traffic later (harvest-now-decrypt-later threat model).

PCS Properties. From the threat models and the level in which the property should hold,
we can categorize four PCS properties for the messaging system.

Initially, we define the PCS from the secure messaging space. Messengers, being an instantiation
of a communication system described so far, claim to achieve PCS against a passive eavesdropper.

Definition 3. Session PCS - Passive Attacker: Security of the session is restored after healing,
even when a passive attacker compromises the dynamic state.

Next, we define PCS studied in the literature, which holds over a single session, and the
attacker compromises all user secrets.

Definition 4. Session PCS - Full Compromise: Security of the session is restored after healing,
even when an active attacker compromises the static and dynamic state.

Considering that the conversation of two end-users can have multiple dynamic states, [20]
defines the conversation-level PCS property against a dynamic state compromise.

Definition 5. Conversation PCS - Dynamic State Compromise: Security of the conversation is
restored after healing, even when an active attacker compromises the dynamic state.

Lastly, we define the conversation level property against the stronger threat model from the
literature, where both the dynamic and static state are compromised, i.e., full PCS achieved at
the end-user level. The property guarantees that the healing event can lock the attacker out of
the entire conversation of the end-user.

Definition 6. Conversation PCS - Full Compromise: Security of the conversation is restored
after healing, even when an active attacker compromises the static and dynamic state, i.e., all the
secrets of a conversation.

3.5 Overview of Main Results and Consequences

We explored the design space of an abstract communication system: the real-world failures and
the functionalities that the app needs to account for, as well as varying levels of PCS guarantees
and threat models. Now, we will provide intuition for our two main results, which we will prove
in Section 4 and Section 5.2, respectively.

Our first main result captures a trade-off between resilience and security requirements:

A resilient communication protocol cannot achieve conversation PCS against a full compromise

(Definition 6).

The underlying intuition is that a resilient protocol tolerates dynamic state loss by allowing
users to continue the protocol purely based on their static state. Since this is exactly the state
compromised in the full PCS threat model, the latter can continue communicating by creating a
new dynamic state with the partner. Similarly, the protocol tolerates static state loss by allowing
the user to recover the same static state, making the problem persist across static state recovery.
If a protocol has no truly static state, for example because it also rotates long-term keys, it



cannot be resilient because after losing dynamic state, it has no shared state to bootstrap from,
as discussed previously in Section 3.3.
Our second main result is a positive result:

A resilient communication protocol can achieve conversation PCS against a dynamic state
compromise (Definition 5).

The intuition is that the resilient protocol allows the users to create new dynamic states
(because it tolerates dynamic state loss). Dynamic states can be managed such that state updates
ensure that previous dynamic states are deprecated. This way, the protocol can clean the system
from a compromised state, and with it remove the attacker. Thus, if healing occurs after a
compromise, the attacker cannot rejoin the protocol, because it does not know the static state
nor the current dynamic state.

Relating our Results to Existing PCS Solutions At first glance, our results seem to
contradict known results from the literature. The difference is that existing work on PCS considers
only the single session setting, and at the same time does not considering resilient communications:
when two parties desynchronize, there is no mechanism or security guarantee for any later
communications. Indeed, existing solutions do not provide PCS after desynchronization [3,11,15,
23,26,29,38]: their results only hold for single sessions that do not desynchronize and do not
carry over to the real-world multi-session deployments.

The authors of [22] propose an authenticated continuous key agreement (ACKA) protocol
that can detect and prevent attacks from an active MitM. By treating the Signal protocol as
a continuous key agreement, they can provide an add-on to achieve the strong property in the
protocol. However, when the protocol is deployed, e.g., in the Signal app, at the user-level there
is no longer a single long-lived running session. In reality, parties are allowed to start multiple
sessions, and as a result the active MitM attacker is not detected or prevented at the user-level,
because of the following behavior: the attacker compromises the identity key, the honest parties
heal in a session, the attacker starts a parallel session with the partner.

Our general observations also have implications for group-key based protocols such as IETF’s
Messaging Layer Security (MLS) protocol [7], where desynchronized users can rejoin the group.
The rejoining requires the static state of the user. The full PCS property would suffer the obvious
attack of the adversary rejoining instead of the compromised party, and since the latter can suffer
from dynamic state loss, they cannot tell if they have been impersonated.

In a similar way, work on group messaging [2,4-6, 10, 14, 36] also considers single session
guarantees. The initial work on interoperability of secure messaging in [27] also does not consider
PCS for the end user, but rather for a single session.

Matrix does not achieve full PCS [1], and their recommendation on how to enable it is to
“periodically start a new session” [40] with a”maximum number of at least 4 sessions per device” [39)].
Unfortunately, their recommendation leads to worse PCS guarantees, because it introduces more
opportunities for the adversary to violate PCS. Essentially, the apps from Example 1, including
Matrix, allow the following behavior: the static state of A is compromised, A heals, the attacker
starts a new session using the compromised state and injects new messages. In particular for the
Signal app, this was experimentally shown previously in [20].

4 Impossibility Results

In this section, we develop our formal model of a communication protocol that aims to achieve PCS
with the goal to prove our impossibility result. We do not reason about a specific instantiation (or
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implementation) of such a protocol, but create an abstract model that allows us to reason about
any instantiation that fits into the design space we explored in Section 3. We show step by step
the construction of the resilient communication protocol model, and then prove the impossibility
result.

First, we explain our methodology in 4.1, and then introduce the tool used for the analysis,
the Tamarin Prover [33] in 4.2. We develop our formal models in 4.3, while highlighting some of
the design choices. Finally, we present the results of our analysis in 4.4. We publish our models
and results to enable reproducibility, and extensions in [21].

4.1 Methodology

Our methodology is to incrementally develop abstract formal models that cover the failure modes,
and show, step by step, the consequences of enabling different behaviors leading to the loss of
PCS.

We start with a Base model of the communication system defined in Section 3.1. This model
captures the bare-bones functionalities that are necessarily present in any communication system
that aims to provide PCS guarantees. To begin with, we only consider ideal executions of the
protocol. Building on top of this model, we add the real-world modes of failures, namely a)
dynamic state loss, and b) static state loss. In the resulting two non-resilient models, Non-
Resilientpynamic and Non-Resilientsatic, we prove that indeed communication is stopped after these
events: the user is locked out of the protocol.

Motivated by our observation in Section 3.3, that a real-world protocols needs to offer its
users a way to recover from state loss, we create the Resilientpynamic and Resilientsi,tic models. In
Resilientpynamic, we enable multiple dynamic states, which allows the users to continue communi-
cation from another dynamic state, and in Resilientsiatic, we enable multiple dynamic states and a
static recovery mechanism allowing the users to recover from both failures. For both models, we
show that they overcome the usability issues of their predecessor model, and formally prove that
they are indeed resilient against the respective failures. However, this resilience comes at a cost:
both models no longer provide PCS (Definition 6), which we showcase via attack traces found in
each of the models.

Finally, we use the Resilientsaiic model, the most expressive model, to show through attack
traces, that different classes of policies that manage the multiple dynamic states fail to recover
conversation PCS. We are systematic enough to cover different classes of policies:

1. No policy: The attacker can compromise old sessions to inject messages [20], and start
new sessions.

2. Sequential sessions: To mitigate the first attack, creating new session now deprecates
the previous session making sessions sequential. Deprecated sessions are still kept around
to receive messages.

3. Token-passing between sessions: Following the logic of how PCS can be achieved in [16],
the active session now passes a token to the next active session when it gets deprecated.
This is done to create a chain of sessions, where missed updates remove the attacker from
the chain. However, this policy introduces a new point-of-failure: If the active session
containing the token is lost, the user is locked out of any further communication. As a
result, the protocol is no longer resilient against dynamic state loss.

4. Third-party providing token: To improve on the shortcomings of storing the token
locally, the protocol can store it with a trusted third-party which does not lose state; making
this class of protocols resilient against state loss. During protocol execution, the end-users
can query the trusted third-party with information stored in their static state to retrieve
the token when necessary.
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4.2 The Tamarin Prover

The TAMARIN Prover is an open-source symbolic analysis tool for the analysis and verification of
large scale cryptographic protocols [33]. However, in this work, we use it as a tool to analyze
a generic unbounded concurrent system. For instance, we do not make use of its equational
theories to model cryptographic primitives, or its inbuilt Dolev-Yao adversary. We provide below
a high-level overview of the tool and some of the key concepts on how to model systems and
properties.

A user provides the tool with a model of their system, a property they want to verify, and the
threat model against which the property should hold. The input of the tool is modelled using a
TAMARIN specific language based on multiset rewriting. In particular, the state of the system
is recorded in so-called facts, e.g., Fr(id4) denotes a special fact, the so-called fresh fact, that
guarantess that id4 is a unique, freshly generated value. To specify how the system can transition
from one state to another, the user defines rules. A rule is constructed by a left-hand side (L)-the
preconditions to execute the transition, a right-hand side (R)-the updated system after taking
the transition, and the observable logged action (A). Rules can also be used to create threat
model by, e.g., modeling the compromise of a party, or the attacker executing a protocol step.
We provide below an example of a rule that creates a user device. After taking this transition,
a new fact !UserDevice(ida) is added to the system whose freshly generated identifier is logged
in the action !CreateDevice(ids). The ! here denotes a persistent fact, i.e., a fact that is never
removed from the system even when present on the left-hand side of a rule.

[ Fr(ida) | - CreateDevice(ida) |- [ !UserDevice(idA) |

To express properties in TAMARIN, the user specifies trace properties using a guarded first-
order logic fragment over the observable logged actions, variables, and timepoint variables, which
are prefixed with a f From the previous example, the observable action is CreateDevice (ida),
logging the creation of the device with identifier ids. A simple property over this action could
state that there exists a trace in the system where two different devices are created.

3idy idp 4i tj . not(ida = idg) A
CreateDevice(ids)@Qfi A CreateDevice(idp)@Qfj

To prove a property, TAMARIN negates it and tries to turn the counterexample into a valid
trace of the protocol by reasoning backwards using the user-defined protocol rules, as well as some
inbuilt ones. If this backwards reasoning fails in all cases, TAMARIN concludes that there exists no
counterexample, and the property is proven. If a counterexample can be constructed, TAMARIN
will output an attack trace. Due to the undecidability of the problem, running out-of-memory
(or time) is unavoidable and always possible. However, in this case, TAMARIN offers a graphical
user-interface where the user can inspect partial proofs and manually guide the tool. Additionally,
users can create custom heuristics for better proof search, and state intermediate lemmas, often
called invariants, which TAMARIN can use to prove more complex statements.

4.3 Modeling the Communication System

In this section, we describe our incremental TAMARIN models of a communication protocol that
aims to achieve PCS. We start out with the Base model and then explain how each subsequent
model builds on the its predecessors. Finally, we model different policies for dynamic state
handling in the resilient communication protocol model.
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Base Model

The Base model captures the abstract communication system; two end-users can bootstrap a
conversation and update their dynamic state as described in Section 3.1. The model is minimal
in the sense that it does not allow for more than a single dynamic state between two users and
every execution of the protocol is ideal, i.e., there is no dynamic or static state loss.

Setup We model an unbounded number of end-users that communicate with one another in
pairs of two. Each of these end-users possesses a single device. Once the parties bootstrap their
communication, they can exchange an unbounded number of messages going back and forth.

Bootstrapping the Protocol To model the end-users and their static state, we use the
persistent fact !UserDevice(id), which carries a unique identifier id. When two devices start the
communication, they create from both parties’ static state their respective dynamic state. We
show below a simplified rule modelling the creation of a dynamic state.

[ 'UserDevice(idy), UserDevice(idp),
Fr(s), Fr(sid) |

— CreateDynamicState(sid, ida, idp, s) |

[ DynamicStateA(sid, ida,idg, s),
DynamicStateB(sid, ida, idg, s),... |

Here, DynamicStateA(sid, id4, idg, s) models Déo. We use the identifier sid to refer to the
chain of dynamic states which starts with this one, and the value s to model the secret that is
continuously updated as the state evolves. The action CreateDynamicState logs the creation of
the dynamic state.

Restricting to Single Session To allow only a single session of dynamic states between a pair
of users, we make use of TAMARIN’s restriction feature, and introduce the following restriction:

Y sid sid’ ida ida s s" 4i f7 .
CreateDynamicState(sid, ida, idp, s)Qfi
A CreateDynamicState(sid’, ida, idg, s’ )Qfj
= ti=1f
This restriction states that if there is a pair of CreateDynamicState actions that agree on the

users id4 and idg, they are the same one, i.e., only a single dynamic state can be created for an
end-user pair.

Progressing in the Protocol Now that the parties have established their conversation, they
can act as Sender and Receiver in an update of their respective dynamic state. We illustrate the
rule of A progressing as a sender. The rule for B is analogous:

[ DynamicStateA(sid, ida, idg, s),Fr(s’) ]
—{ HonestStep(sid, ida, idg, s),
HonestSendStep(sid, ida, idp, s), ... >

[ DynamicStateA(sid, ida, idg, (s, s")),
UpdateDynStateB(sid, ida, idg, s, (s, s')) ]

13



This rule models A sending a message to B. Notice that we are not using TAMARIN’s inbuilt
network, but use the fact !UpdateDynStateB to model a message that B can receive. In this rule,
A samples new entropy, Fr (s’) and updates their dynamic state to include it. We use the action
HonestStep to log the fact that an honest user, in this case A, executed a dynamic state update,
and the action HonestSendStep to more precisely record that the update was caused by sending a
message.

Threat Model The attacker can compromise both the dynamic state and the static state of
the end-users at any point in time. We model the attacker’s knowledge after the compromise in
fact, a) !CompromisedDevice(id) models the attacker compromising and leaning the static state of
device id, and b) CompromisedDynStateB(sid, id4, idp, s) models the compromise of the dynamic
state.

Then, to model the attacker’s capabilities, we create attacker controlled rules. Below, we
showcase the attacker’s variant of the rule for being able to receive, decrypt and learn the secret
of a dynamic state:

[ CompromisedDynStateB(sid, id4, idg, s),
UpdateDynStateB(sid, ida, idg, s, (s,s")) |

— AttackerKnows((s, s’)) I+

[ CompromisedDynStateB(sid, ida, idg, (s,s’)) |

We use the action AttackerKnows to record that the attacker knows a particular secret. Later
on, we will use this to formally state our PCS properties within TAMARIN.

Modelling State Loss

Now, we model the real-world failure on the communication protocol described in Section 3.1.
From the Base model, we add dynamic and static state loss, resulting in two new models,
Non-Resilientpynamic and Non-Resilients;atic respectively.

To model dynamic state loss, we add a rule that consumes an existing DynamicState fact,
which can then no longer be used to progress in the protocol. We show the dynamic state loss of
A, analogous rule for B, in the following;:

[ DynamicStateA(sid, ida, idg,s) ]
—| DynamicStateLossA(...) |-

[ ]

We model the static state loss using similar rules. Additionally, this also implies that any
previous dynamic states are also unusable. To model the latter, we add restriction that enforces
that after a static state loss no more progress from any dynamic states of this static state is
allowed.

V sid ida idp s #i §7 .
StaticStateLoss(ida)@fi

A HonestStep(sid, ida, idg, s)Qfj
ANi<ii= L

Recovering From State Loss

To adapt to non-ideal executions of the protocol, we add mechanisms to recover from dynamic state
loss and static state loss to the previous model, and create the Resilientpynamic and Resilients;atic
models.
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In the Resilientpynamic model, we recover from dynamic state loss by removing the restriction
that limits dynamic state creation per user pair. This allows now for an unbounded number of
session within a conversation. With more than one session between users, communication can
now continue in case of a dynamic state loss by simply creating a new dynamic state for further
communication.

In the Resilientsiatic model, we recover from static state loss by adding a new rule that abstractly
models an event of recovering the same static state from a trusted-third party or backup. The
rule raises the StaticStateRecovery(id) action. Then, we modify the state loss restriction to allow
the parties progressing in the protocol, strictly if they have recovered from the loss:

V sid ida idp s #i 7 . f1 < fj A
StaticStateLoss(ida)@fi

A HonestStep(sid, ida, idg, s)Qfj

= (3 #k .StaticStateRecovery(ids)Qfk
A < Bk A Bk < 8))

Policies

We will now describe how we model the family of policies we have identified in Section 4.1.

No Policy In the absence of any policy, our Resilients;atic suffices since it does not put any
restrictions on the dynamic state management.

Sequential Sessions The sequential sessions policy enforces that only the latest session can
encrypt and send new messages, while older sessions are only allowed to receive messages which
might still be in-flight. To implement the first part of the policy, we add the following restriction
to our Resilientsiatic model:

V sid sid’ ida idp s 5" s" Hi #j Hk .
CreateDynamicState(sid, ida, idg, s)Qfi

A CreateDynamicState(sid’, ida, idg, s’ )Qfj
A HonestSendStep(sid, ida, idg, s )Qfk

A i <tiAnty <tk = L.

Formally, the restriction enforces that only the latest dynamic state can execute HonestSendStep
actions, i.e., send updates to the peer. The resulting model, we call the Sequential model.

To model that older session can still receive in-flight messages, we copy the rules for receiving
messages of the honest parties, and add actions that distinguish them from the original rules. Then,
we add a restriction that prevents older sessions from using the original receive rules—allowing
them to only receive in-flight messages.

Token-Passing Between Sessions This policy builds on the sequential sessions policy and
additionally introduces a secret token which is passed from the currently active session to the next
one to achieve PCS at the conversation-level. Consequently, there exists only a single dynamic
state per user that can create new dynamic states because it alone posses the token. As we
have already shown in our Non-Resilients;atic model, this design fails to achieve resilience against
dynamic state loss: It is impossible to recover from the loss of this special dynamic state; no
other state can create new ones.

15



Third-party Providing Token This policy builds on the last policy by outsourcing the storage
of the token to a trusted third-party, which does not lose state. The benefit of this is that the
protocol again becomes resistant against dynamic state loss because the affected party can query
the third-party with their static state to create a new dynamic state.

To model this policy, we add a unique fact, TTP(¢, "), for each pair of end-users to our model,
which acts as a storage for the current token ¢ and next token ¢’. Additionally, the dynamic
state is initialized with the current token. Whenever, a new dynamic state is created, the trusted
third-party provides the next token only when the current token matches the current dynamic
state’s token. To recover from dynamic state loss, we also allow creating a dynamic state from
the static state and a token provided by the trusted third-party. We call the resulting model
TokenPassing, and refer to our models [21] for more details.

4.4 Formal Analysis Results

In this section, we summarize the results of our formal analysis with TAMARIN.

1) Non-Resilience We first show two systems that achieve PCS, but are not resilient against
state loss, i.e., the loss of dynamic and static state. In the Non-Resilientpynamic model, we show
the following property for end-user A:

Y sid; wida ida uidp idp rk1 rk2 fi .
DynamicStatelLossA(sid;, wida, ida, uidp, idp, rk1)Qfi
= not (3 side K2 87 . i < 5 A

HonestStepA(sidz, uida, ida, uidp, rk2) Qfj )

Formally, the property encodes that after the DynamicStateLossA(sid;, uida, ida, uidg, idg, k1)
action, the user cannot do a communication step HonestStepA(sidg, uida, ida, uidg, rk2). This
holds across any session that they share with the user uidg. The intuition behind is straightforward:
Losing the single dynamic state shared between uids and uidg without a recovery mechanism
locks the user out of any further communication.

In the Non-Resilientstatic model we show that a after static state loss the user can no longer
participate in the protocol. In TAMARIN, the property is the same to the previous property
but it reasons about the StaticStatelLoss fact instead. Since static state is lost, so are all the
conversation’s concurrent dynamic states, leaving the user locked out of the conversation.

2) Resilience In the Resilientpynamic model, we establish that the users can recover from dynamic
state loss and continue communicating with their partner. This is captured by the following
property in TAMARIN:

3 sid; side uwida ida uidp idp rk1 k2 1 45.81 < fj A
DynamicStatelLossA(sid;, wida, ida, uidp, idp, rk1)Qfi
A HonestStepA(sids, uida, ida, uidp, idb, rk2) Qffj

The property states that it is possible for end-user A to continue executing HonestStepA at time-
point #7, potentially in a different session, after they previously suffered from a DynamicStatelossA
at timepoint i (#4 < #j) event. Intuitively, this is now possible because the model is no longer
restricted to a single session between end-user pairs, i.e., A and B can create a new dynamic state
and continue in a different session of the conversation.
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Analogously, we establish in the Resilientsiatic model that the static state loss recovery mecha-
nism is also effective. We prove the existence of a trace characterized by the following statement:
3 sid wida ida widp idp vk Hi < #jA
StaticStateLoss( uida, ida )Qf#i A
HonestStepA(sid, uida, ida, widp, k) Qfj

Again, the property is analogous to the one for dynamic state loss. Proving this property, we show
that a party that suffered a static state loss can continue participating in the protocol afterwards.
This property is now achieved for the following technical reasons: Recall from Section 4 that
we add a rule raising the StaticStateRecovery action to the Resilients;atic model, and changed the
existing restriction modeling static state loss to be ineffective if the event is raised for a party. As
a consequence, static state recovery is now possible.

3) Impossibility Results Now, we formally establish our impossibility result:

In our model, a resilient communication protocol cannot achieve conversation PCS against a
full compromise attacker (Definition 6)

Definition 6. Conversation PCS - Full The property states that after the healing of A
in session sidy, if there is a protocol step such as send or receive in any session, and the attacker
knows this secret, the only way this is possible is if they compromised the victim again after
healing, or they additionally compromised the partner.

Y sid; side uida ida widp idp Tk i1 $i2 #i8 . il < 12 A
// After a party heals session sidy,
HealingA( sid;, wida, ida, uidp, idp, ...)Qfil A

// and receives/sends in any session with secret rk,
HonestStep( side, wida, ida, uwidp, idp, vk )Qfi2 A

// if attacker knows this secret rk,
AttackerKnows( rk )@fi3 A

= // is because the attacker either:

// compromised the state again after healing,
(315 . 461 <tj A
CompromiseA(uida, ida, widp, idp, ...) Qfj ) )
[[(3 45 4i1 <8 A CompromiseDevice(uida, ida, ) Qfj ) )
// or compromised the state of the partner.
[[(3 7 .CompromiseB(uida, ida, uidp, idp, ...) Qfj ))
[|(3 #j .CompromiseDevice(uidp, idg, ...) Qfj ) )

To prove our impossibility result, we find counterexamples to Definition 6 in the Resilientstatic,
the Sequential, and the TokenPassing model. The impossibility results correspond to the informal
intuition built in Section 3, independently of how the sessions are managed, they are generated
by the static state, which is compromised by the attacker.

Analysis Times For all of our models, we specify 14 intermediate helper lemmas to aid
TAMARIN in the verification. These lemmas help TAMARIN during its proof search by identifying
invariants of the system, e.g., the ordering of specific actions, and allow TAMARIN to discard
some traces earlier.
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PCS Run Helper
Model (Definition 6) Time Lemmas
No Policy
(Non-Resilientstatic) X s Ll
Sequential X 1h 14
TokenPassing X 6s* 14

Table 2: Summary of TAMARIN Impossiblity Results.

Our proofs are obtained by using TAMARIN’s Tactic feature to guide its proof search, as well as
some manual stored proofs (marked by *). The runtimes consist of automatic verification via
TAMARIN’s CLI and automatic verification using its GUI. All models were run on a ThinkPad X1
Carbon Gen 9 with 32Gb of RAM.

With these lemmas, we are able to fully automatically verify the properties related to the
resilience of our non-resilient models and our resilient models in around 9 seconds per model
using TAMARIN’s command-line interface.

To establish our impossibility result, we can find the counterexample in the Resilientsiatic
model automatically with TAMARIN’s CLI in around 360 seconds. Including the time it takes
TAMARIN to verify our intermediate lemmas, the verification time for this model is roughly 390
seconds.

Finding the counterexample in both the Sequential model and the TokenPassing model required
more human interaction. For the former, we use TAMARIN’s GUI and initially guide it by hand,
but have the tool then finish the proof automatically. For the latter, we resort to manually
specifying a trace that violates the PCS property and then constructing that trace manually in
the GUI. We provide all models and files containing both counterexamples in [21].

5 Improved Generalized Session-Handling

From our results in the previous section, we know that conversation PCS cannot be achieved if
the attacker compromises the static state (Definition 6). However, messengers can still achieve a
stronger PCS than what is being currently offered (from Definition 3 to Definition 5). We will
first describe the recommended solution of the improved session-handling layer. Then, we model
the policy in the resilient protocol model, and formally prove PCS, thus reducing the attack space
in case of a dynamic state compromise.

5.1 Proposal

We recommend a generalized policy for all resilient communication systems that aim to improve
their security guarantees post-compromise, based on policies from both the literature and deployed
in practice.

Basic Functionalities The basic functionalities of our solution are based on the Sesame
algorithm [30]. Each device locally keeps a list of the partners and their devices, as well as the
sessions that they create with each one of those devices.

Update Policy Following [20], we also recommend that sessions are created and used sequen-
tially when sending. This means that once a session is replaced, that old session must no longer
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be used afterwards to encrypt new messages: it should only be used to receive messages, and
send their acknowledgements.

Number of Stored Sessions (N) Each device maintains N > 2 sessions: the latest one to
send and receive messages, and the previous N — 1 sessions to strictly only receive older messages.
To optimize security and usability, we recommend N = 2. The previous session is needed in two
scenarios: a) the session was just updated and there can still be in-flight messages that arrive
later, and b) the devices started simultaneous sessions and they need one session to send and the
other to receive. In case of simultaneously started sessions, devices could perform an additional
check to abandon one of the two, when creation times are relatively close to one another, or can
agree to start a new one. We want to highlight that when an old message is received in one of
the previous N — 1 sessions, we recommend to send the acknowledgement of this message in the
old session it was received from; instead of the latest session. This ensures that Diffie-Hellman
shares are exchanged in the old session and it can heal to achieve PCS.
We expand in Section 6.1 on the impact of the parameter IV on security versus resilience.

Update Policy - User Interface For user-facing communication systems, the user interface
should display received messages in an order that respects the order of the session it was sent
from. I.e., a message received from an older session should appear in the conversation, in the
correct place in the past where the session was active, and the message was decrypted. However,
this is not how apps currently handle these messages: instead, they will appear at the bottom
(latest part of the conversation) despite being sent from an older session. During normal usage of
the messaging app, this behavior occurs rarely, however, if an attacker actively injects messages in
the conversation, the end-user is currently not notified of it. To ensure that the end-user is aware
of this happening, we additionally recommend highlighting these messages in the user interface.

Session Deletion Since the update policy specifies to maintain sequential sessions, the sessions
list implements a First-In-First-Out order, i.e., older sessions are removed first. This was already
suggested in [30], but not yet implemented in practice in messengers such as Signal. The previous
N — 1 sessions can be removed after a predefined time T, and converge to keeping only the current
session. The choice of T specifies the time window during which apps still expect any in-flight
out-of-order messages, and do not want to re-encrypt them. Choosing a small time window will
result in the same issues discussed in Section 6.1.

Security Comparing our recommended solution to Sesame, we do not add any additional
overhead, while strictly offering a better security guarantee. Adding the update policy of [20],
enables a resilient communication protocol to achieve conversion PCS against dynamic state
compromise', which is otherwise not achieved in a session management layer without any policies,
e.g., Sesame. Our recommendations remove the attack vector of compromising a session and
using it to inject new messages indefinitely.

However, an attacker that has compromised an old session, can still use them to inject legacy
messages, essentially messages that appear to have been sent from the past. The apps can restrict
the attack vector by reducing the number of sessions. From our recommendation to restrict the
number of stored sessions N = 2, we create a threshold on the time window in which an attacker
can misuse an old compromise, i.e., N session updates, renders previous sessions unusable in the
system. We show an attack trace in 5.2 to illustrate the subtle security differences from choosing N
in our formal analysis, and discuss the wider usability-security trade-off in Section 6.1. Essentially,

IThis does not violate our impossibility result, which involved the compromise of the static state.
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a lower N has better security (no previous messages are accepted, they need to be re-encrypted),
a higher N offers better resilience (reducing the need for re-encrypting past messages in case of
failures).

5.2 Formal Analysis

To formally verify our proposed solution, we develop and analyze a TAMARIN model, which we
call the Proposal model. We build this model starting from the Resilientsi,tic model from Section 4.
We add the sequential session update policy, and a new restriction which models that only the
latest two sessions can receive legacy messages. This models our recommendation regarding the
number of stored sessions (N = 2) and update policy. The exact technical details of the TAMARIN
model can be found in [21].

Definition 5. Conversation PCS We formally modelled conversation PCS against dynamic
state compromise in TAMARIN with the following statement:

V sid; sidg uida ida uidp idp vk #i1 #i2 §i3 . il < §i2 A
// After a party heals session sidy,
HealingA( sid;, wida, ida, uidp, idp, ...)Qfi1 A

// and receives/sends in any session with secret rk,
HonestStep( side, wida, ida, uidp, idp, vk )Qfi2 A

// if attacker knows this secret rk,
AttackerKnows( 7k )@fi8 A

= // is because the attacker either:

// compromised the dynamic state again after healing,
(3tj . til <tj A
CompromiseA(uida, ida, uidp, idp, ...) Qfj ))

// compromised the static state,
[[(3 5 . CompromiseDevice(uida, ida, ) Qfj ) )

// or compromised the state of the partner.
[|(3 7 .CompromiseB(uida, ida, uidp, idp, ...) Qfj ))
[[(3 #j .CompromiseDevice(uidp, idg, ...) Qfj ) )

For simplicity of presentation we have omitted some details, e.g., HealingA is a shorthand for
the role switching that is required to heal A. During role switching A introduces new entropy in
their dynamic state. The formal property specifies that after A has healed inside of a session,
the attacker can only learn the secret used in a HonestStep that occurred in any protocol session
after the heal, if they compromise the dynamic or static state of the victim again after the heal
(not protected by PCS), or they compromised the partner.

Proving Strategy. To prove the property, we used 14 intermediate lemmas, and TAMARIN’S
tactics feature to prioritize state facts related to the respective user a lemma is concerned with.
When proving the PCS property, we prioritized the actions of the attacker, e.g., compromising
devices and dynamic states.

We prove the conversation PCS property automatically in TAMARIN’s graphical user interface
(GUI) in around 1 hour of time on a ThinkPad X1 Carbon Gen 9 with 32Gb of RAM. Using
the GUI was necessary as we struggled with memory limitations using TAMARIN’s command-line
interface. The GUI remedies this by allowing us to cut the proof into disjoint case-distinctions
which we can then prove separately; needing only a fraction of the memory.
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Reduced Legacy Message Attack Vector. Finally, we also prove that the Proposal
model does not contain traces where an end-user receives legacy messages from older sessions
(N > 2). Formally, these traces are characterized by the following statement:

3 sid; sidg sids wida ida widp idp #1 85 #k 1 tm .

fi < gk Atk <l A

CreateDynState(sid 1, wida, ida, widg, idg, ...)Qfi A

AttackerSendMsg(sid1, uida, ida, uidp, idp, ...)Qf5 A
CreateDynState(sid2, wida, ida, uidp, idp, ...)Qfk A

CreateDynState(sid 3, wuida, ida, uidp, idp, ...)Qfl A

ReceiveLegacyMsg(sid1, uida, ida, uidp, idb, ... Qfm

The property encodes the existence of a particular attack, and states that is it possible that:
if there are two new sessions being created, sid2 at timepoint fk, and sid3 at timepoint #/, then
the user can still accept messages sent by an attacker from a previous session sid 7. For the model
with with our policy restrictions, Tamarin automatically disproves this property almost instantly
(5s), i.e., proving no such trace exists. In contrast, when removing the N = 2 policy restriction
from the model, we can prove the property true and display a corresponding attack trace in the
GUI in 5s. The absence of these traces in the Proposal model shows that our proposal reduces
the attack surface.

6 Discussion

6.1 The design space of the number of stored sessions: Demystifying
Signal’s 40 sessions

One interesting question is related to the number of sessions the systems need to store and what
its implications are for resilience and security.

Consider a system that immediately discards the older session when creating a new one, N = 1.
The following scenario would take place: A and B independently start new sessions at the same
time, and upon receiving the message from their partner, they discard the local session and accept
the incoming one. Now, A sends messages using the session started by B, DE 0, however B has
deleted that session and cannot decrypt. All the messages received will trigger a retry request
to be re-encrypted in a new session. Figure 3 depicts the described scenario. The same logic
applies when A, respectively B, refreshes their session, and all in-flight messages from the older
one, trigger a retry request.

Since A and B communicate asynchronously, it is possible that messages keep crossing. In
addition, if A loses the dynamic state M times, a message sent from a session before the loss,
Nsender < Neurrent — M, will trigger a retry request upon being received. When apps evaluate
that end-users refresh their sessions very frequently, e.g., faulty hardware, and do not want the
retransmitting overhead, the number of stored session can be modified to their needs, N = M.
However, storing a large N leads to the attacker being able to misuse any of those sessions to
inject messages as shown in previous works [20,42]. The parameter N can be seen as a trade-off
between the resilience against an unreliable environment, and the attack vector of using older
sessions to circumvent the healing of a specific session. The Signal messenger (current version:
Android app v7.24.2, November 2024, and any previous versions) stores 40 session at one time.
Following our previous argument, the number of sessions equals the window of tolerance of the
app to receive out-of-order messages from previous sessions and decrypt without retransmitting
messages. Previously, Signal (Android app v5.40.4, May 2022) restarted sessions every one hour,
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Figure 3: Round-trips overhead on storing N = 1 session. A and B storing a single session
triggers retry requests on out-of-order messages from the previous session. If parties stored N = 2
sessions, they are decrypted upon being received.

which translates to accepting messages without retransmitting from the last 40 hours, or last 40
active sessions. Any other messages, would trigger a retry request and therefore a new session.
At the current version, Signal does not refresh their session every hour, so this parameter has
remained unchanged because of legacy code, and it translates to accepting messages in the latest
40 updates from which they received or sent a message.

6.2 Towards compromise detection

From our results that PCS cannot be achieved at the conversation layer, it becomes clear that
the problem repeats itself in detecting the compromise. The intuition behind it is similar,
allowed operations due to failure modes enable the attacker to mimic these behaviors and become
indistinguishable from the victim. Any deployable detection mechanisms would need to rely on
an out-of-band channel or require the explicit end-user’s involvement to detect at least a subset
of the more trivial attacks.

We can observe this already in the literature, however substantial work is needed in the
future to formally prove the claim. Principles and foundations for compromise detection were
proposed in [34], but this work did not consider potential failure modes such as state loss. More
recently, [8] develops a detection mechanism against an active attacker using ordinals (the epoch
and message numbers of the Double Ratchet) and also a hash of the message transcript. Under the
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realistic assumptions of real-world implementations, their construction yields false positives, i.e.,
an attacker will be flagged over normal operations of the app. Consider the simple example, where
A restores an old backup, starts a new session with partner B and sends a message. This will
incorrectly result in a compromise detection, since the ordinals and the hashed transcript do not
match. Additionally, if the scheme is deployed strictly per session, the attacker can circumvent it
by spawning a new session, while remaining undetected on the session between A and B. Similarly
in [18,20,34], the mechanisms either do not consider multi-sessions or desynchronization. If these
mechanisms are used with multiple sessions or in the presence of failure modes, this typically
either introduces false positives or possibilities for circumvention, thus rendering them ineffective
in practice.

7 Conclusions

We have shown that real-world communication systems cannot at the same time provide full
conversation PCS as well as resilience against specific forms of state loss, such as loss of dynamic
state. However, these forms of state loss are unavoidable in real world deployment for a variety of
reasons, including memory glitches or OS-level backups. For designs like Signal and Matrix that
use concurrent sessions, we have shown a trade-off between resilience and security.

It is tempting to think that rotating long-term keys can circumvent these problems, but
such solutions essentially suffer from the exact same impossibility result under slightly modified
conditions on state loss. In the end, it seems that achieving stronger PCS guarantees requires
to prevent, or more likely, assume that state loss occurs extremely infrequently, in which case
one might be able to rely on external assumptions such as parallel out-of-band (OOB) solutions.
However, most real-world communication systems cannot realistically assume that OOB mecha-
nisms can be arbitrarily and immediately invoked, thereby leading to a trade-off with availability
(and in case of human end-users, usability).

If full PCS cannot be achieved, another option is to focus instead on compromise detection.
While we argued in Section 6.2 that detection suffers from similar problems, it may still be
possible to achieve in some cases. However, before designers consider this direction, they must
first consider the question: if a potential compromise were to be detected, what would be the
possible consequences, given that it is usually impossible to differentiate the honest party from
the adversary? In high-end security settings or with high-risk users, aborting communications
entirely and relying on OOB mechanisms might be possible. However, where high availability or
usability is the priority, this may not be a realistic option.
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